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1. INTRODUCTION

1.1. Regular sub-quotients of CC(R, LM). Let (R, LM) be as above and

Ceq C H(l:[ LM (1)) x LM (stn(n))?

n>0 =0

be two subsets.

For I' = (T1,...,T,) € ob(CC(R,LM)) and Sy, Sy € LM (stn(n)) we write (I' Fee,
S1 = Ss) to signify that (11, ...,T,, S1,5) € Ceq. Similarly for T' € LM (stn(n)) and
0,0 € R(stn(n)) we write (I' bz 0 = o' : 5) to signify that (T1,...,T,,5,0,0) €
(%/q. When no confusion is possible we will omit the subscripts C'eq and C/’E& at .

Similarly we will write > instead of ¢ and F instead of -5 if the subsets C' and
C are unambiguously determined by the context.

Definition 1.1. /simandsimeq/ Given subsets C, 6, Ceq, C/’E/q as above define
relations ~ on C' and ~ on C as follows:

(1) forU' = (Ty,...,T,), I" = (17,...,T) in C we set I' ~ I" iff ft(I') ~ ft(I')
and
le-“;Tnfl'_Tn:Tr/“
(2) for TFo0:8), (I"Fo:8)inC weset(TFo:8)~ M Fd:85)iff
(I',S) ~ (I",8") and

TFo=0:89).
1
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Proposition 1.2. [2014.07.10.propl/ Let C, 5, Ceq, C/'\e/q be as above and suppose
m addition that one has:

(1) C and C satisfy conditions (1)-(6) of Proposition ?? which are referred to
below as conditions (1.1)-(1.6) of the present proposition,

(2)

(a) THET=T)=(,Tr>)

b)) (I,To)=TFT=T)

(¢ TFHFT=T)=TFT' =T)

dy OTFT=T)Y\NTHFT =T"=TFT=T")

(3)

(@) TFo=0:T)=TkFo:T)

b)) TkFo:T)=TFo=0:T)

(c) TFo=0d:T)=TkFd=0:T)

(d ThFo=d:T)NTF=0":T)=TFo=0":T)
(CL) (Fl FT = T/) (Fl,T FQ FS= S/> (Fl, T/, FQ FS= S/>

) TFT=T)ANT,T\TeoFo=0:9=T,T T)Fo=0":5)
(¢c) THES=5ANTFo=0d:9=TFo=0:5)

(5)

(@) (T, To)AN T, T S=9)=(0, Tt o bt S = t115") i=1U(T)

(b) (Fl, T|>) VAN (Fh Iy Fo=0: S):>(F1, T, ti+1F2 H ti—l—lo = tz‘+10/ : tl‘+18) 1= Z(F)
(6)

(a) (Pl,T,Fgl_S:S/)A(FlkriT)j

(T, siga (Dafr/i +1]) B sia (S[r/i + 1]) = si11(S[r/i + 1)) i=1(I")

(b) (I, T,TeFo=0d: AT Fr:T)=

(T, i (Tl fi + 1)) F sia (0l i+ 1]) = sexa (0frfi + 1)) 521 (SIr/i + 1) i = I(T)
(7)

(a) (T, T,T9,S)A(T1Fr=1":T)=

(Pys siga (Do[r /i + 1)) F si1 (S[r/i +1]) = s (S[r'/i + 1)) i = 1)

() (I, T\TekFo:ANT1Fr=1":T)=

(C1, sipa(Dafr/i+ 1)) E s (olr/i + 1)) = sipa(o[r' /i +1]) = sia (S[r/i+1])) i =1(T')

Then the relations ~ and ~ are equivalence relations on C' and C which satisfy the
conditions of |7, Proposition 5.4 and therefore they correspond to a regular congruence

relation on the C-system defined by (C,C).
Lemma 1.3. fiseqrelsimll/ One has:
(1) If conditions (1.2), (4a) of the proposition hold then (I' = S = S") A (" ~
M= F S =),
(2) If conditions (1.2), (1.3), (4a), (4b), (4¢) hold then ('t o0 =0 : S)A((T,S) ~
(I 9)=I"Fo=0:95).



REGULAR SUB-QUOTIENTS OF THE C-SYSTEMS C(RR,LM) 3

Proof. By induction on n = [(T") = [(I").

(1) For n = 0 the assertion is obvious. Therefore by induction we may assume
that (TF S =95)A (T ~1")=(I"F S =5) for all i < n and all appropriate I',I",
S and 8" and that (T3,..., 7, F S = S5)A(Ty,...,T, ~T},...,T)) holds and we
need to show that (77,...,7) F S = 5’) holds. Let us show by induction on j that
(1y,...., T, Tja,..., T, F S =8") forall j =0,...,n. For j =0 it is a part of our
assumptions. By induction we may assume that (77,...,7}, Tj1,..., T, = S = 5).
By definition of ~ we have (T,...,T; = Tj1, =T} ;). By the inductive assumption

we have (T7,..., T/ F Tj = ]+1) Applylng (4a) with I'y = (17,...T3), T = Tj 41,
T"=Tj,, and F2 (Tj42,...,T,) we conclude that (17,...,7/ {, Tj4o,..., T = S =

» i+
5.

(2) By the first part of the lemma we have I'' = S = S’. Therefore by (4c) it is
sufficient to show that (' Fo =0 : S)A(I' ~IV)=(I"F 0o =0 : S). The proof of
this fact is similar to the proof of the first part of the lemma using (4b) instead of
(4a). O

Lemma 1.4. fiseqrelsim/ One has:

(1) Assume that conditions (1.2), (2b), (2¢), (2d) and (4a) hold. Then ~ is an
equivalence relation.
(2) Assume that conditions of the previous part of the lemma as well as conditions

(1.3), (3b), (3c), (3d), (4b) and (4c) hold. Then =~ is an equivalence relation.

Proof. By induction on n = [(T") = [(T").

(1) Reflexivity follows directly from (1.2) and (2b). For n = 0 the symmetry is
obvious. Let (I, T) ~ (I, T7"). By induction we may assume that [V ~ I". By Lemma

1.3(a) we have (I F T = T") and by (2c) we have (I" = 7" = T'). We conclude that
(I'";T") ~ (I', T'). The proof of transitivity is by a similar induction.

(2) Reflexivity follows directly from reflexivity of ~, (1.3) and (3b). Symmetry and
transitivity are also easy using Lemma [1.3] U

From this point on we assume that all conditions of Proposition [1.2] hold. Let
= (C/ ~and C" = C/ ~. It follows immediately from our definitions that the
functlons ft:C — Cando: C' — C define functions ft':C"—= C"and 0 : e=vel

Lemma 1.5. [surjll/ The conditions (3) and (4) of |?, Proposition 5.4] hold for ~
and .

Proof. 1. We need to show that for (I',7>), and I' ~ I there exists (I, 7"t>) such
that (I, T) ~ (I,7"). Tt is sufficient to take 7' = T"’. Indeed by (2b) we have
I'HT =T, by Lemma[L.3[1) we conclude that I T = T and by (la) that I, T>.

2. We need to show that for (I' -0 :.5) and (I', S) ~ (I, S’) there exists (I - o :
S") such that (I"F o : S") ~ (' F o : §). It is sufficient to take o' = 0. Indeed, by
(3b) we have (I't+ 0 = 0 : S), by Lemma [1.3(2) we conclude that (I" F o0 =0 :5)
and by (2a) that (I Fo:.5"). O
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Lemma 1.6. [TSetc/ The equivalence relations ~ and ~ are compatible with the
operations T,T,S,S and 9.

Proof. (1) Given (I';,Tt>) ~ (I'},7">) and (I'y,[2r>) ~ (I}, T5>) we have to show
that

(T, Tyt Do) ~ (T, Tty 1 15).
where n = [(I'y) = I[(T'}).

Proceed by induction on [(I';). For I(I'y) = 0 the assertion is obvious. Let
(I, T>) ~ (I, T'>) and (I'y, Iy, S>) ~ (I}, 1%, S’t>). The later condition is equiva-
lent to (I'y, Top>) ~ (I}, I5>) and (I'y, s F .S = 5’). By the inductive assumption we
have (I'y, T, t,119) ~ (I, T, t,11%). By (ba) we conclude that (I'y, T, t,11s F
tni1S = tn,41S’). Therefore by definition of ~ we have (I'y,T,t,.10,t,115) ~
(T, T, tys1 Tyt S').

(2) Given (I';,T>) ~ (I'},T'>) and (I';,Te F o : S) ~ (I, Ty F o : S") we have
to show that (Fl, T, tn+1F2 F tn+10 : tn+IS) >~ (Fll, T/, tn+1F’2 F tn+10/ . tn+lsl) where
n = 1[(I'y) = [(I'}). We have (I'1,I'5,5) ~ (I'},T'%,5") and (I'),Ty -0 =0 :5). By
(5b) we get (I'y,T,tp1ls F thi10 = tpi10" @ t,415). By (1) of this lemma we get
(I, T tn1 Doy tn1S) ~ (D, T t1 1, t,11S") and therefore by definition of ~ we
get (Fl, T, tn+1F2 + tn—i-lO : tn—i—ls) >~ (FII,T/, tn+1F’2 H tn+10/ : tn+1S/).

(3) Given (1 Fr:T)~ (T F7r :T") and (T'y,T,Top>) ~ (I}, T, T%>) we have to
show that

(1, sn41(Ta[r/n +1])) ~ (T, sp2 (D[ /m 4 11)).

where n = [(I'y) = [(I'}). Proceed by induction on [(I';). For I(I'y) = 0 the
assertion follows directly from the definitions. Let (I'y = r : T) ~ (I} F ' :
T') and (I't,T,T9,S>) ~ (I, 7',1%,5>). The later condition is equivalent to
(I, T, T9r>) ~ (I, 7",T%>) and (', 7,7y S = S’). By the inductive assump-
tion we have (I'y, sp1(Do[r/n 4+ 1])) ~ (I}, Sps1(T5[r"/n + 1])). It remains to show
that (I'y, sp1(Dafr/n + 1)) F sp1(S[r/n + 1)) = $,41 (5[ /n + 1])). By (2d) it is
sufficient to show that (I'y, sp1(Ia[r/n + 1)) F spe1 (S[r/n+1]) = spa (S'[r/n+ 1))
and (I'y, sp1 (De[r/n+1]) F s,11(S'[r/n+1]) = $p41(S'[7"/n+1])). The first relation
follows directly from (6a). To prove the second one it is sufficient by (7a) to show
that (I'y, T, 'y, S’>>) which follows from our assumption through (2c) and (2a).

(4) Given (I'1Fr:T)~ (T 7" :T") and (I'1, T, T2 Fo: 8) ~ (', T, Ty o : 5)
we have to show that

(C1; snaa (Lafr/n + 1)) F sppa(olr/n +1]) - 841 (S[r/n + 1)) =
(P $na (D[ /n 4+ 1)) E s 1 (0 /n+1]) < 50 (S /m 4 1)),
where n = [(T'y) = [(T"}) or equivalently that
(Cy, sna1 (Da[r/n 4+ 1), 5041 (S[r/n 4+ 1])) ~ (T, 502 (D[ /n +1]), 8042 (ST /0 + 1))

and (I'y, spe1(Dafr/n+ 1)) F sppa(or/n+1]) = spp1 (' /n+ 1)) 1 851 (Sr/n + 1])).
The first statement follows from part (3) of the lemma. To prove the second statement
it is sufficient by (3d) to show that (I'y, s,y1(Ie[r/n + 1)) F spi(olr/n + 1)) =
Sn1(0[r/n+1]) = 011 (S[r/n +1])) and (Ty, sn1(Cofr/n 4+ 1]) = spya ([r/n +1]) =
Spi1 ([ /m 4+ 1]) + sp1(S[r/n + 1])). The first assertion follows directly from (6b).
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To prove the second one it is sufficient in view of (7b) to show that (I';, 7,y o' : S)
which follows conditions (3c) and (3a).

(5) Given (I', T') ~ (I'", T") we need to show that (I', T+ (n+1) : T) ~ (I, T" + (n+
1) : T") or equivalently that (I, 7,7) ~ (I, 77,7") and (I''\TF (n+1)=(n+1) : T).
The second part follows from (3b). To prove the first part we need to show that
(T T =T"). This follows from our assumption by (5a). O

Lemma 1.7. 2014.07.12.11] Let C be a subset of Ob(CC (R, LM)) which is closed
under ft. Let < be a transitive relation on C such that:

(1) T <T implies I(T") = I(I"),
(2) T € C and ft(I') < F implies o(I', F) € C and I' < o(I', F).

Then T € C and ft'(T) < F for some i > 1, implies that T < o(T, F).

Proof. Simple induction on 1. O

Lemma 1.8. [2014.07.12.12/ Let C' and < be as in Lemma[l.] Then one has:

(1) (I, T) < ([, T'") and T' < T implies that (I',T) < (I, T"),
(2) if < is ft-monotone (i.e. I' <T" implies ft(I') < ft(I")) and symmetric then
(D, T) < (I, T") implies that (I',T) < (I, T").

Proof. The first assertion follows from

(r, 7)< (I, 7T <o(T, 7,y = (I, T
The second assertion follows from

7)< @717 <o(I,T),T) = (I,T)

where the second < requires IV < I" which follows from f{-monotonicity and symme-
try. U

Lemma 1.9. [2014.07.12.13/ Let C,< be as in Lemma let C be a subset of
Ob(CC(R,LM)) and <’ a transitive relation on C such that:

(1).7§’g’ implies O(J) < 0(J'), N
(2) J€C and O(J) < F implies o(J,F) e C and J <" (T, F).

Then J € C and ft(O(T)) < F for some i > 0 implies J < (T, F).

Proof. Simple induction on . 0

Lemma 1.10. [2014.07.12.14/ Let C, < and C,<' be as in Lemma|l.9. Then one
has:

(1) TFo:T)<' (ko :T) and (I',T) < (I",T") implies that (I' -0 :T) <
(I'F o : T,

(2) if (<,<') is O-monotone (i.e. J <" J' implies O(T) < 9(T')) and < is
symmetric then (' o :T) < (I o : T") implies that (' F o : T) < (T' k-
o:T).
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Proof. The first assertion follows from

Tho:T)<' TH:T)Y< o(TH:T), (T, T))=T"Fo:T)
The second assertion follows from

o)< T"E: T < o(I"Fo:T),(I,T))=(TkH :T)

where the second < requires IV < I" which follows from d-monotonicity of <’ and
symmetry of <. O

Proposition 1.11. [2014.07.10.prop2/ Let (C, C) be subsets in Ob(CC(R, LM))
and Ob(CC (R, LM)) respectively which correspond to a C-subsystem CC of CC(R, LM).

Then the constructions presented above establish a bijection between pairs of subsets
(Ceq, Ceq) which together with (C,C) satisfy the conditions of Proposition and
pairs of equivalence relations (~,~) on (C,C) such that:

(1) (~,~) corresponds to a regular congruence relation on CC' (i.e., satisfies the
conditions of |?, Proposition 5.4]),

(2) T'e€ C and ft(I') ~ F implies T' ~ o(T', F),

(3) J € C and O(J) ~ F implies J ~o(J, F).

Proof. One constructs a pair (~,~) from (Ceq, C/’\e/q) as in Definition . This pair
corresponds to a regular congruence relation by Proposition [1.2] Conditions (2),(3)
follow from Lemma [L.3

Let (~,~) be equivalence relations satisfying the conditions of the proposition.
Define Ceq as the set of sequences (I', T, 7") such that (I, T"), (I', 7") € C and (I', T") ~
(I, T"). Define Ceq as the set of sequences (I', T', 0, o) such that (I', T, 0), (I, T, 0') € C
and (I, T,0) ~ (I, T,0).

Let us show that these subsets satisfy the conditions of Proposition[I.2] Conditions
(2.a-2.d) and (3.a-3d) are obvious.

Condition (4a) follows from (2) by Lemma [1.7] Conditions (4b) and (4c) follow
from (3) by Lemma [1.9]

Conditions (5a) and (5b) follow from the compatibility of (~,~) with T and T.

~_ Conditions (6a),(6b),(7a),(7b) follow from the compatibility of (~,2) with S and
S. O
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